
Föredrag p̊a konferensen Forskningsbaserad undervisning –
teori och praktik i samverkan

AI-utvecklingen och den brytningstid vi lever i

5 november 2024
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”Kursen presenterar b̊ade utmaningar och möjligheter som är
förknippade med AI-system. Vi diskuterar hur AI-system kan skapa
nya etiska och juridiska utmaningar, och hur AI-system riskerar att
reproducera och förstärka befintliga oönskade strukturer. Men vi
tittar ocks̊a p̊a hur AI-system kan utveckla och förnya många
omr̊aden i samhället. Kursen lyfter hur dessa positiva och negativa
aspekter förutses förändra sysselsättning och arbete, social
interaktion, hälso- och sjukv̊ard, utbildning, digitala klyftor,
personuppgifter, miljö och demokrati.”
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Bör det vara till̊atet att använda ChatGPT och andra stora
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Om vi f̊ar en liknande förskjutning i kompetensbalansen mellan
människa och AI i de flesta eller rentav alla sektorer – vad händer
d̊a med samhället?
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“You have said – and I’m gonna

quote – development of

superhuman machine intelligence

is probably the greatest threat to

the continued existence of

humanity, end quote.

You may have had in mind the

effect on jobs.”

Sam Altman, CEO OpenAI
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Geoffrey Hinton, 8 oktober
2024:

I am worried the overall
consequence of this might be
systems more intelligent than us
that eventually take control.
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Turing

Alan Turing, 1951: My contention is that machines can be
constructed which will simulate the behaviour of the human mind
very closely. [...] Let us now assume, for the sake of argument,
that these machines are a genuine possibility, and look at the
consequences of constructing them. [...] It seems probable that
once the machine thinking method had started, it would not take
long to outstrip our feeble powers. There would be no question of
the machines dying, and they would be able to converse with each
other to sharpen their wits. At some stage therefore we should
have to expect the machines to take control.
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Turing

Wiener

Norbert Wiener, 1960: If we use, to achieve our purposes, a
mechanical agency with whose operation we cannot efficiently
interfere once we have started it, because the action is so fast and
irrevocable that we have not the data to intervene before the
action is complete, then we had better be quite sure that the
purpose put into the machine is the purpose which we really desire
and not merely a colorful imitation of it.
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Yudkowsky

Eliezer Yudkowsky, 2008: The AI does not
hate you, nor does it love you, but you are
made out of atoms which it can use for
something else.
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Bostrom

Nick Bostrom, 2014: In this book, I try to
understand the challenge presented by the
prospect of superintelligence, and how we
might best respond. This is quite possibly the
most important and most daunting challenge
humanity has ever faced. And – whether we
succeed or fail – it is probably the last
challenge we will ever face.
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Hur mycket tid har vi p̊a oss?

Vi vet inte, men vi gör klokt i att lyssna till ett par
expertutl̊atanden i den amerikanska senaten den 17 september i år.

The Senate Judiciary Committee Hearing on Insider Perpectives on Oversight of AI on
September 17, 2024, with Helen Toner, William Saunders, David Evan Harris and Margaret
Mitchell in the witness stand.
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This term AGI isn’t well-defined, but it’s generally used
to mean AI systems that are roughly as smart or capable
as a human. In public and policy conversations talk of
human level AI is often treated as either science fiction
or marketing, but many top AI companies, including
OpenAI, Google, Anthropic, are building AGI as an
entirely serious goal and a goal that many people inside
those companies think they might reach in 10 or 20
years, and some believe could be as close as one to three
years away.

More to the point, many of these same people believe
that if they succeed in building computers that are as
smart as humans or perhaps far smarter than humans,
that technology will be at a minimum extraordinarily
disruptive and at a maximum could lead to literal human
extinction. The companies in question often say that it’s
too early for any regulation because the science of how
AI works and how to make it safe is too nascent.
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I’d like to restate that in different words.

They’re saying we don’t have good science of how these
systems work or how to tell when they’ll be smarter than
us or don’t have good science for how to make sure they
won’t cause massive harm. But don’t worry, the main
factors driving our decisions are profit incentives and
unrelenting market pressure to move faster than our
competitors. So we promise we’re being extra, extra safe.

Whatever these companies say about it being too early
for any regulation, the reality is that billions of dollars are
being poured into building and deploying increasingly
advanced AI systems, and these systems are affecting
hundreds of millions of people’s lives even in the absence
of scientific consensus about how they work or what will
be built next.
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When I thought about this [i.e., timelines to AGI], there
was at least a 10% chance of something that could be
catastrophically dangerous within about three years. And
I think a lot of people inside of OpenAI also would talk
about similar things. And then I think without knowing
the exact details, it’s probably going to be longer. I think
that I did not feel comfortable continuing to work for an
organization that wasn’t going to take that seriously and
do as much work as possible to deal with that possibility.
And I think we should figure out regulation to prepare for
that because I think, again, if it’s not three years, it’s
going to be the five years or ten years. The stuff is
coming down the road, and we need to have some
guardrails in place.
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Förslag till etisk princip:

Om du är i färd med att bygga en grej som du fruktar kan komma
att utpl̊ana mänskligheten s̊a sluta genast – oavsett om du är
bekymrad över risken att n̊agon granne kanske är p̊a väg att bygga
en liknande grej.

Det vore önskvärt om följande tre herrar helhjärtat omfamnade
denna princip.

Sam Altman Demis Hassabis Dario Amodei
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denna princip.

Sam Altman Demis Hassabis Dario Amodei
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Sam Altman, 2019: Technology
happens because it is possible.

Robert Oppenheimer, 1962: It
is a profound and necessary truth
that the deep things in science
are not found because they are
useful; they are found because it
was possible to find them.
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”Finally, we facilitated a preliminary
model evaluation by the Alignment
Research Center (ARC) of GPT-4’s
ability to carry out actions to
autonomously replicate and gather
resources—a risk that, while
speculative, may become possible
with sufficiently advanced AI
systems—with the conclusion that
the current model is probably not yet
capable of autonomously doing so.

Further research is needed to fully
characterize these risks.”
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Det börjar bli br̊attom. Vad kan vi göra för att styra utvecklingen i rätt
riktning?

I den första upplagan av Tänkande
maskiner (2021) förespr̊akade jag stora
satsningar p̊a AI Alignment-forskning, men
var helt avfärdande mot idéer om att dra i
nödbromsen för AI-utvecklingen:

”De drivkrafter som idag föreligger [...] för
fortsatt AI-utveckling är s̊a starka att en
stoppad s̊adan utveckling är s̊a gott som
otänkbar [...]. Den som väljer att trots allt
driva linjen att AI-utvecklingen bör hejdas
kommer att finna sig tämligen ensam i
opposition mot en hel värld, och det verkar
förnuftigare att gilla läget och finna sig i att
AI-utvecklingen kommer att fortsätta, men
söka efter vägar att p̊averka dess riktning.”
(p. 277-278)



Det börjar bli br̊attom. Vad kan vi göra för att styra utvecklingen i rätt
riktning?

I den första upplagan av Tänkande
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riktning?

I den andra upplagan (2023) hade jag
hunnit ändra uppfattning:

”Vilken skillnad ett par år gjort för denna
diskussion! Idag finns nödbromsreaktionen
p̊a den publika agandan (och p̊a min egen)
p̊a ett sätt jag inte alls förm̊adde föreställa
mig 2021.” (p. 367)



Det börjar bli br̊attom. Vad kan vi göra för att styra utvecklingen i rätt
riktning?

I den andra upplagan (2023) hade jag
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”If you’re driving in the
fog, and you’re not sure
where the cliff is, there’s
something to be said for
slowing down.”
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Tack för er uppmärksamhet!


